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Event Management and Tivoli Storage Manager Operational Reporting
Tivoli Storage Manager Operational Reporting provides a significant step forward in monitoring and reporting on the current state of one or more Tivoli Storage Manager (TSM) servers.  Summary reports and automatic notification of issues simplify administration and reduce the time required to manage TSM environments, by enabling a management by exception approach to be adopted.  This capability is provided by reports on the reporting server, web pages and also by sending alerts using emails and the Windows Net Send capability to notify storage administrators that either their TSM environment is running smoothly or needs attention.  
To minimize administration, many environments use central event management consoles to monitor and manage the whole IT infrastructure on this exception management basis.  This enables the use of a single consistent approach to alert and event management across the whole of IT, simplifying administration and reducing costs.  It also opens up the possibilities of using other alerting mechanisms such as pagers, SMS text messages and voice response systems to alert administrators to issues out of hours.  In environments where these event and management processes already exist, it is desirable to integrate TSM and Operational Reporting into these processes to provide a single point of management and further reduce the effort required to administer TSM.  
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Figure 1. TSM and Operational Reporting integrated into event management

Using an event management approach enables TSM to be managed and monitored in conjunction with the hardware environment that supports it.  Figure 1 shows how TSM and Operational Reporting can be integrated into an event management environment.  In addition to event management it shows how the web based management features of TSM and Operational Reporting can be used to provide remote management of a TSM environment.  Where on receipt of an event a web browser can be launched to access the related TSM server or Operational Reporting report or monitor to provide more detail about the current operational status and address any issues.  Using Operational Reporting to alert on out-of-line conditions enables the number of events that must be forwarded from TSM to monitor its activities to be reduced significantly, reducing administrative effort. 
With release 5.2.2 of TSM, Operational Reporting provides an event log which can be exploited to forward status events on to an IBM Tivoli Enterprise Console (TEC) or SNMP Event Managers.  This document shows how this event log can be used to forward TSM Operational Reporting status events on to TEC using a TEC ‘logfile’ adapter and the web versions of the reports can be launched and viewed from TEC.  This approach to central monitoring of TSM servers could also be implemented for SNMP based event management solutions which provide adapters to read log files. 
Operational Reporting Status
Within the ‘Custom Summary’ of each report exists the capability to define ‘Notification Rules’ that determine what aspects of TSM operation to monitor and report on.  These rules define what out-of-line situations are included in the ‘Issues and Recommendations’ section of each report.  When items are included in the Issues and Recommendations section, the status of a report or monitor becomes ‘needs attention’, otherwise it is ‘running smoothly’.  This status information is also used to determine the classification of emails and Net Send alerts sent out, into ‘needs attention’ or ‘running smoothly’.  

This status information is also used to drive the events that Operation Reporting writes to the event log file and picked up and passed to TEC.  Each Notification Rule in a report or monitor can generate an issue and is written out as a separate event.  In this document these are termed as ‘issue’ events.  When no out of line situations are detected and the report or monitor status is ‘running smoothly’, the event is classed as a ‘success’ event.
The Tivoli Logfile adapter

The logfile adapter for Windows platform is the ‘Windows Event Log Adapter’.  It gathers events from the six Windows event logs (System, Application, Security, DNS Server, File Replication service and Directory service) and also any other ASCII log files residing on the Windows server.   It reads any messages in these logs and forwards them on using TCP/IP to a TEC Event Server for further processing.  More details about the adapter and its configuration can be found in the manual GC32-0668-01, ‘IBM Tivoli Enterprise Console, Adapters Guide, Version 3.8’. 
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Figure 2. Logfile adapter architecture.

Figure 2 shows the architecture of the logfile adapter and the constituent components making up the Operational Reporting event management integration.  Operational Reporting writes ‘success’ and ‘issue’ events to a log file, from which the logfile adapter checks for new events on a periodic basis.  New events are formatted as TEC events and sent on to a TEC server for display on a TEC console.
Installation and configuration

The following section goes through installation and configuration of the logfile adapter and configuration of TEC.  To configure TEC alerting, the Tivoli Logfile adapter for Windows 2000 must be installed on the Windows Server where Operational Reporting is installed.  This is not supplied with TSM and can be found on the TEC installation CDs.  This should be installed as per the Tivoli installation instructions for a Tivoli managed host (if a Tivoli end-point is installed) or a non-TME managed host.  The instructions included here assume that the Windows Server running Operational Reporting does not have a Tivoli End-Point installed.  The sample files supplied are for the TEC 3.8 version of the logfile adapter and assume a TEC 3.8 console. 

Installation of the non-TME Windows Logfile adapter

Installation of the TEC logfile adapter must be from a local directory on the server where the adapter will be installed.   After creating a local installation directory, the Windows version of non-TME logfile adapter must be copied to this location from the w32-ix86\installwin directory on TEC non-TME CD. 
The Windows logfile adapter is installed by launching the executable setup.exe from this installation directory.  The installation process then takes you through installing and configuring the logfile adapter. 
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Figure 3. Destination location of logfile adapter.

On the first dialog of the installation process, select the default installation directory C:\tecwin or specify a new location. 
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Figure 4.  Server Configuration dialog for the logfile adapter.
When prompted on the Server Configuration panel, enter the fully qualified host name of the computer where the Tivoli Enterprise Console resides. 
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Figure 5. Server port dialog for the logfile adapter.

On the Server Port panel enter the port name used by Tivoli Enterprise Console to receive events.  For a TEC installed on a Windows server this is usually 5529, but should be the value used in your environment. 
When this is complete, the logfile adapter is installed but must be configured to forward events from Operational Reporting to TEC. 
Configuring Operational Reporting to create events
The success and issue events generated by Operational Reporting are written into the ASCII file, tecinfo.txt, in the tec directory under the Reporting installation directory.  Other event managers which have adapters to read log files could also use this file to collect Operational Reporting events and send them to the event console.  The full path and file name is:
C:\Program Files\Tivoli\tsm\console\tec\tecinfo.txt
This file is created when Operational Reporting is configured to create TEC events and all subsequent events are written into this file.  The writing of events to this file is enabled in the Operational Reporting properties panels, as described below.
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Figure 6. TSM Operational Reporting Console
Launch the TSM Operational Reporting Console and select the Tivoli Storage Manager menu item in the left hand pane.  This brings up the Welcome to Tivoli Storage Manager screen, from where Operational Reporting can be configured. 

Click on the TSM Operational Reporting icon to open the Properties panel.
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Figure 7.  Operational Reporting Properties panel

Writing to the TEC log file is enabled on the Summary Information tab.  Select the ‘Create a Tivoli Enterprise Console (TEC) log file’ tick box and click on OK. 
Configuring the logfile adapter 

By default the TEC logfile adapter only monitors the Windows Event Log and needs to be configured to monitor the ASCII log file created by Operational Reporting.  The adapter configuration is held in the c:\tecwin\etc\tecad_win.conf file.  This file must be edited to specify the location of the tecinfo.txt file and the frequency with which the log file should be scanned.  In this example it is assumed that monitoring and reporting of events in the NT Event Log itself is not required and is disabled. 
Add the following lines to the end of tecad_win.conf file.  The LogSources variable will need to be edited to reflect the location where Operational Reporting is installed. 
LogSources=c:/Program Files/Tivoli/TSM/console/tec/tecinfo.txt

PollInterval=30

WINEVENTLOGS=none

For the logfile adapter to recognize the Operational Reporting events and format them correctly as TEC events, two files are required, tecad_win.fmt and tecad_win.cds.  The format of the messages that the adapter is to look for is defined in the fmt file and the four Operational Reporting events can be found at the end of this file.   The cds file is generated from the fmt file and read by the logfile adapter.  A pregenerated cds file is supplied.  
The tecad_win.cds file should be copied to the c:\tecwin\etc directory.

The logfile adapter uses the locale of the Windows Server.  The supplied cds and fmt files assume a locale of English.  If this is the case the sample tecad_win.fmt file should be copied to the c:\tecwin\etc\c directory.  If the locale is set differently and monitoring of the Windows Event log is needed in addition to the tecinfo.txt file, the four Operational Reporting message format statements in the sample fmt file should be copied to into the correct locale version of the tecad_win.fmt file and a new cds file generated.  
The logfile adapter installs as a Windows service.  After updating the configuration files it should be stopped and restarted.
net stop TECWinAdapter

net start TECWinAdapter

Configuring TEC to display Operational Reporting events

To enable the events to be formatted and displayed on the TEC server, the event class definitions for the events in the tsmor_msg.baroc class file found in the sample package need to be loaded into the TEC DB.  Details of how to load a class file can be found in the manual, ‘IBM Tivoli Storage Manager for Windows: Administrators Guide’, GC32-0782-01, in Chapter 20, ‘Monitoring the IBM Tivoli Storage Manager Server’, under the heading ‘Logging IBM Tivoli Storage Manager Events to Receivers’.  

A TEC rules file is also included as tsmor.rls.  Operational Reporting status events are issued hourly for monitors or daily for reports.  Over the period of a day this would mean 24 events for just one hourly monitor.  If the status remains the same, this results in a large number of duplicate messages for each report or monitor every day.    If the status changes from say ‘running smoothly’ to ‘needs attention’, new issue events are created, but the old ‘running smoothly’ events will still be displayed.  Two rules are supplied to eliminate these duplicate messages and to automatically close preceding success or issue events if the status of a report or monitor changes.  This leaves just one success event or a small number of issue events for each report or monitor on the TEC view, significantly reducing the number of events which must be monitored.  Rules files are loaded in the same fashion as outlined for class files, with the rules file being imported instead of a class file.
After the class and rules files have been loaded and the TEC server stopped and restarted, it should display the Operational Reporting events in the ‘all events’ view. 

Using the Tivoli Enterprise Console
The TEC console provides a flexible environment to manage events from multiple products across the whole IT infrastructure.  To meet the varying operational requirements it can be configured to show just the events and views that operators require to manage all or part of the IT infrastructure.  From a storage perspective, it can be configured to just show events relating to the storage infrastructure. 
TEC Event Groups and Views
TEC Event Groups enable only selected event classes to be displayed in a specific view, removing events which would otherwise make analysis of the received events harder. 
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Figure 8. TEC Summary Chart View.

Figure 6 shows a TEC console configured to show only storage events.  Event Groups have been used to separate out events into the different Tivoli storage products.  An Event Group has been created for Operational Reporting events, to make locating these events easier and enable the status of multiple TSM servers to be seen at a glance from this event view. 
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Figure 9. Operational Reporting TEC View. 

Figure 7 shows the Operational Reporting TEC Event View with events showing the status of multiple monitors and reports for a single TSM server. 
TEC Event information

The following TEC event classes are used to classify the success and issue events:
Logfile_TSMMON_Success
- OK status for monitors

Logfile_TSMMON_Warning
- One event of each ‘issue’ identified by the monitor. 

Logfile_TSMREP_Success
- OK status for reports

Logfile_TSMREP_Warning 
- One event of each ‘issue’ identified by the report. 

For the ‘issue’ events, the issue identified is passed, along with the Notification Rule or ‘condition’ that triggered it and the associated ‘recommendation’.  

The preceding figure shows examples of all the Operational Reporting events on TEC.  The Daily Report has identified two issues and as a result there are two events with a severity of ‘warning’, one for each issue.  The message column shows the event type, the TSM Server name, the report or monitor name and the issue. 

A number of the reports and monitors are showing that everything is running OK and these have a severity of ‘harmless’.  The message column shows the event type, the TSM Server name, the report or monitor name and the words ‘running smoothly’.  

Using Operational Reporting events with TSM

TSM intentionally writes out a lot of messages, as it has to log all operations and events that occur to aid management and resolution of problems.  However this is not particularly helpful when an event console is being used to monitor TSM activities, due to the large number of messages created.  Because of this, a set of message defaults are provided in the ibmtsm.mac file in the TSM server directory to filter and limit the number of events that are sent to TEC.  However, in many environments, even using this default filtered set of events, there are still too many messages to easily identify what is happening on a TSM server and the current status. 
TSM Operational Reporting status events alerting on out-of-line situations can be used to significantly reduce the number of TSM messages that must be sent to TEC to monitor operations.  For example, the default set of messages in ibmtsm.mac includes all server messages relating to the scheduling of client operations.  Scheduling results in many messages in the TSM Activity Log.  Monitors and Reports can be configured to check the status of client schedules on a regular basis.  Specific monitors can also be created to look for critical schedules, which must complete before other operations can be performed.  If these Monitors are in place, Operational Reporting status events can be used to check schedule status and the scheduling messages can be filtered out and not sent to TEC. 
Using Operational Reporting status events in this fashion avoids the need to actively monitor the TSM messages coming into TEC.  The filtered set of messages could be reduced to just ‘Critical’ and ‘Fatal’ messages which indicate significant problems with TSM and need to be dealt with immediately to avoid a significant impact on TSM operations.  Warning and informational messages can be summarized by Operational Reporting into more concise status updates, with the Operational Reporting views being monitored for status events. 
One of the customization features of TEC is the ability to define custom buttons.  These buttons can be used to launch other applications.  If Operational Reporting is configured to create web pages and a web server is used to host the HTML versions of the reports and monitors, this custom button can be used to launch a web browser pointing at the specific monitor or report.   Figure 1 at the start of this paper, shows this capability being exploited in a remote management environment.  Upon receipt of an Operational Reporting status event, the related Operational Reporting HTML version of a monitor or report can be launched in a web browser.  This provides the administrator at the TEC console full access to all the information in the monitors or reports.  The related TSM admin web interface can also be launched directly from TEC or from the monitor or report. 
Figure 9 shows a custom button, ‘Launch Storage’, configured on the TEC console to launch the web browser interfaces of the Tivoli storage products, which includes TSM, Operational Reporting, Tivoli Storage Resource Manager and Tivoli Storage SAN Manager (1.3.0).  
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Figure 10.  TEC console properties showing custom button configuration.

Figure 10 shows the TEC console properties configuration dialog.  From here up to three custom buttons can be created.  It shows the ‘Launch Storage’ button configured to execute the script ‘custombutton.cmd’.  This script is supplied as a sample, but will need customizing to the specific environment to point to web pages configured for each Tivoli storage product.   

Summary 

TSM Operational Reporting provides the ability to significantly reduce the administrative effort to manage a TSM environment, by summarizing the results of operations and alerting on specific out-of-line situations.  When integrated with centralized event management it enables IT administrators to manage their whole environment by exception and only get involved if the situation warrants it.  Exploiting the custom button feature of TEC and TSM’s web based administration enables a TEC event management console to become a central focal point for a storage administration console, where all relevant management interfaces can be launched and products administered.
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